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• How to increase statistics power ?

• What’s  99 % confidence interval for a mean?

Review Questions (5 min)
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Topics

• Z-test

– Testing single population mean

– Testing sample proportions

• One sample T-test 

• Comparison of Two means t-test

– Paired t-test

– Independent samples
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Recall

• When the sample size is small (approximately < 100) 

then the Student’s t distribution should be used.

• The test statistic is known as “t”.

• The curve of the t distribution is flatter than that of 

the Z distribution but as the sample size increases, 

the t-curve starts to resemble the Z-curve.
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Degrees of Freedom

• The curve of the t distribution varies with sample 

size (the smaller the size, the flatter the curve)

• In using the t-table, we use “degrees of freedom”
based on the sample size.

• For a one-sample test, df = n – 1.

• When looking at the table, find the t-value for the 

appropriate df = n-1. This will be the cutoff point for 

your critical region.
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Formula for one sample t-test:
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The normality assumption…

• T-tests (and all linear models, in fact) have a 
“normality assumption”:

– If the outcome variable is not normally distributed 
and the sample size is small, a t-test is inappropriate 
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• If the underlying data are not normally distributed AND n 
is small**, the means do not follow a t-distribution (so 
using a t-test will result in erroneous inferences).

• Data transformation or non-parametric tests should be 
used instead.

• **How small is too small? No hard and fast rule—depends 
on the true shape of the underlying distribution. 

The normality assumption…
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Single population mean (large n)

• Hypothesis test:

• Confidence Interval
n
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Single population mean (small n, normally distributed )

• Hypothesis test:

• Confidence Interval
n

s
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Practice

• In the population, the average IQ is 100 with a 

standard deviation of 15. A team of scientists wants 

to test a new medication to see if it has either a 

positive or negative effect on intelligence, or no 

effect at all. A sample of 30 participants who have 

taken the medication has a mean of 140. Did the 

medication affect intelligence, using alpha = 0.05?
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• Are the population means different? (continuous data)

• Paired design

• Before-after data

• Twin data

• Matched case-control

• Two independent sample design

• Randomized trial

• Smokers to non-smokers

Comparison of  Two Group
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• A study I analyzed was a tumor size study. Having an accurate 

measure of tumor size is extremely important because it 

allows a physician to accurately determine if a tumor is 

growing, shrinking or remaining constant.

• The problem is that often the measurements of the tumor 

size vary from physician to physician.

• In the past, tumor size was measured using the linear distance 

across the tumor, but this was found to be very variable 

because of the irregular shape of some tumors. A new method 

called the RECIST criteria, which traces the outside of the 

tumor, measures the volume of the tumor. The volumetric 

method was believed to give more consistent measures of the 

volume of the tumor.

Paired Design—Example: Before vs. After
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Available data

• For a portion of the study, a pair of doctors were shown the 

same set of tumor pictures. The volume of the tumor was 

measured by two separate physicians under similar conditions. 

• Question of interest: did the measurements from the two 

physicians significantly differ?

• If not, then there would be no evidence that the volume 

measurements change based on physician.
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Data

• 20 scans were measured by 
each physician (10 are shown 
here)

• Measurements in cm3

• What can you say about 
these samples?

– Two measurement on the same 
person

– They are related so we must 
account for this

Tumor Dr. 1 Dr. 2

1 15.8 17.2

2 22.3 20.3

3 14.5 14.2

4 15.7 18.5

5 26.8 28.0

6 24.0 24.8

7 21.8 20.3

8 23.0 25.4

9 29.3 27.5

10 20.5 19.7
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Difference of  Two Groups

• We can measure the 
effect of the treatment in 
each person by taking the 
difference

• Instead of having two 
samples, we can consider 
our dataset to be one 
sample of differences
– Just like the one sample 

problem

iii xxd 21 

Tumor Dr. 1 Dr. 2 Difference

1 15.8 17.2 -1.4

2 22.3 20.3 2.0

3 14.5 14.2 0.3

4 15.7 18.5 -2.8

5 26.8 28.0 -1.2

6 24.0 24.8 -0.8

7 21.8 20.3 1.5

8 23.0 25.4 -2.4

9 29.3 27.5 1.8

10 20.5 19.7 0.8
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Difference of  Two Groups

• Volume from Dr. 1

• Population mean:

• Sample mean: 

• Volume from Dr. 2

• Population mean: 

• Sample mean:

• Difference

• Population mean:

• Sample mean:
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• Assuming the differences are normally distributed, 

can use t-distribution with n-1 df where n is the 

number of differences 

• Standard deviation of differences

• Test statistic acts just like one sample （T-table）

Difference of  Two Groups
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Paired t-test

1) Two dependent samples; alpha=0.05

2) Null hypothesis: No difference between physicians effect

3) Test statistic: t-statistic with df

4) p-value=0.53

5) Fail to reject null hypothesis

6) Conclusion: there is no evidence of a difference in tumor 

volume measurement based on physician
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T-table
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Paired t-test

1) Two dependent samples; alpha=0.05

2) Null hypothesis: No difference between physicians effect

3) Test statistic: t-statistic with df

4) p-value>0.05, fail to reject null hypothesis

5) Conclusion: there is no evidence of a difference in tumor 

volume measurement based on physician
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Another example

• Ten non-pregnant women 16–49 years old who were 

beginning a regimen of oral contraceptive (OC) use had their 

blood pressures measured prior to starting OC use and 

three-months after consistent OC use.

• The goal of this small study was to see what, if any, changes in 

average blood pressure were associated with OC use in such 

women

• The data on the following slides shows the resulting pre- and 

post-OC use systolic BP measurements for the 10 women in 

the study
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Data
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Hypothesis test
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Hypothesis test
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Sampling distribution
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Sampling distribution
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t-test
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t-test

P-value <0.05
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Extensions

• Some additional examples of paired samples are: 

– Differences between left and right eye

– Matched samples

– Other example ?



2017 Fall

Example (Published 30 March 2015)

Enriched environment reduces glioma
growth

Effect of SE or EE housing on 2-month-old mice 
transplanted with glioma (n=5 per group; 
*P<0.05, Student’s t-test)

Nature Communications, 2015,  6, 6623 
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• Paired design

• Before-after data

• Twin data

• Matched case-control

• Two independent sample design

• Randomized trial

• Smokers to non-smokers

Comparison of  Two Group
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Unpaired samples

• Often it is impractical to design study to use the 
same patients for both group

– Comparison of cholesterol in males and females

– Time constraints

• Since the samples are not paired, we cannot use the 
difference between the individual samples
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Example

• Another aspect of the tumor volume study was 
trying to compare the tumor volume among patients 
with different cancer. The average tumor size is 
important to know the effect of treatment can be 
determined.

• In this study, patients with brain, breast and liver 
tumors, but initially we will only compare the brain 
and breast cancers. 

• All of the tumors were measured using the RECIST 
method
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Null hypothesis

• The null hypothesis is that there is no difference 

between the volume of the tumor in the two forms 

of cancer

H0: mbrain =mbreast , or mbrain – mbreast =0

• More generally, we can test if the difference between 

two groups is a specific value, m1-m2=D

– This occurs when comparing two treatment groups and 

we are interested if the two groups are different
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Difference in the sample means

• We are going to use the difference of the means as our test 
statistic, but we need to estimate the variance of this difference 
to determine if the difference is significant

• Basic form of test statistic:
– Standard deviations known unknown& small sample size

• The estimate of the standard deviation changes when
– The samples have equal variance OR

– The samples have unequal variance 
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Equal variance

• Sometimes we will be willing to assume that the 
variance in the two groups is equal:

• If we know this variance, we can use the z-statistic 

• Often we have to estimate s2 with the sample 
variance from each of the samples, 

• Since we have two estimates of one quantity we 
pool the two estimates
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Equal variance continued

• The estimate of s is given by:

• The t-statistic based on the pooled variance is very similar 

to the z-statistic as always:

• The t-statistic has a t-distribution with 

degrees of freedom
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• For the tumor volume study, 

there were 20 brain cancer 

subjects and 28 breast 

cancer subjects

• The summary statistics and 

histogram for the data are 

given here

• What can you say about the 

distributions?

• Does the equal variance 

assumption seem valid in 

this case?

Brain Breast

n 20 28

xbar 16.2 cm3 17.5 cm3

s2 3.49 6.0
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Hypothesis test

1) Two independent samples with equal variance; alpha = 0.05

2) H0: mean brain tumor size = mean breast tumor size

3)

4) p-value: 0.046

5) Reject null hypothesis

6) Conclusion: There is a significant difference in the size of 

brain and breast cancer tumors
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Unequal variance

• Often, we are unwilling to assume that the variances are 

equal

• We now write the test statistic as:

• The distribution of this statistic is difficult to derive and 

we approximate the distribution using a t-distribution 

with n degrees of freedom
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• This is called the Satterthwaite or Welch 

approximation

– When you complete a two-sample t-test in R and the 

variances are not assumed equal, this approximation is 

used
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Example 2

• For the comparison of 

the brain cancers to 

the liver cancers, the 

variances are much 

more different.

• Let’s use the unequal 

variance two sample t-

test in this case

Brain Liver

n 20 17

xbar 16.2 cm3 19.35 cm3

s2 3.49 14.4
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Example 2

1) Two independent samples with unequal variance; alpha = 0.05

2) H0: mean brain tumor size = mean liver tumor size

3)

4) p-value: 0.0044

5) Reject null hypothesis

6) Conclusion: There is a significant difference in the size of the 

brain and liver tumor size
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Can we test if the variances are equal?

• Since we can never be sure if the variances are equal, 

could we test if they are equal?

• Of course we can!!!

– But, remember there is error in every statistical test

– Sometimes it is just preferred to use the unequal variance 

unless there is a good reason
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Equality of variance

• H0: s1
2 =s2

2

• To test this hypothesis, we use the sample variances:  

• If one of the variances is much larger than the other, 

this is evidence against the null
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Test of equality

• One way to test if the two variances are equal is to check if 
the ratio is equal to 1

• Under the null, the ratio simplifies to 

• The ratio of 2 chi-square random variables has an F-
distribution

• The F-distribution is defined by the numerator and 
denominator degrees of freedom

• Here we have an F-distribution with n1-1 and n2-1 degrees of 
freedom

• This works better with 

2

2

2

1

s

s

2

2

2

1 ss 



2017 Fall

Sample size for paired data:

2
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Sample size for Unpaired data:
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Practice


