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l. One—way ANOVA
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l. One—way ANOVA
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l. One—way ANOVA
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2.a0v ERZL %

Dosage Alertness

30
38
35
41
27
24
32
26
31
29
27
35
21
25
17
21
20
19

datafilename—"Http>//personality-
project. org/R/datasets/R. appendixl. data”

data. exl=read. table(datafilename, header=T)
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aov. ex]l = aov(Alertness Dosage, data=data. exl)

summary (aov. ex1)

> summary(aov.exl)

Df Sum Sq Mean Sqg F value
2 426.2 213.12

15 363.8 24.25

Dosage
Residuals

€k ? € k%)

codes: 0@ 0.001

Signif.

9.01

Pr(>F)

8.789 0.00298 **

‘*? 90.05 ‘.7 0.1 ¢’ 1




.aov PRZEL %4

print (model. tables (aov. exl, “means”), digits=3)

> print(model.tables(aov.exl, "means"),digits=3)
Tables of means

Grand mean
27 .00007

Dosage
a b C
32.5 28.2 19.2
rep 6.0 8.0 4.0
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boxplot (Alertness Dosage, data=data. ex1)
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e Suppose the treatment is a new way of teaching writing to
students, and the control is the standard way of teaching writing.
Students in the two groups can be compared in terms of
grammar, spelling, organization, content, and so on. As more
attributes are compared, it becomes increasingly likely that the
treatment and control groups will appear to differ on at least one
attribute due to random sampling error alone.

e Suppose we consider the efficacy of a drug in terms of the
reduction of any one of a number of disease symptoms. As more
symptoms are considered, it becomes increasingly likely that the
drug will appear to be an improvement over existing drugs in
terms of at least one symptom.

a=1-— (1 — Qlper compal‘ison})m'




4. p. adjust BRI FWER

 Let Hy,..., H,, be afamily of hypotheses and p1, ..., p,, their corresponding p-values. Let m
be the total number of null hypotheses and my the number of true null hypotheses. The

familywise error rate (FWER) is the probability of rejecting at least one true Hj, that is, of making
Q

at least one type | error. The Bonferroni correction rejects the null hypothesis for each p; < —,
m

thereby controlling the FWER at < «. Proof of this control follows from Boole's inequality, as
follows:

1=1

ewen = p{ (o< 2) <35 {p (< 2)} - < <

This control does not require any assumptions about dependence among the p-values or about

| how many of the null hypotheses are true.[®!

paiEwise o test (k-0 A - b adijust methed
“Bonferroni” )

boad mstdp method = “Bonterroni”




4. p. adjust BRI

> height<-data.frame(

X<-c(
176,178,159,165,167,
180,177,169,165,172,
168,174,162,156,167,
189,185,179,178,179

),

A<-gl(4,5)

E
+
+
+
+4
+
+
+
>

)

pairwise.t.test(height$X,height$A,p.adjust.method = "bonferroni™)
Pairwise comparisons using t tests with pooled sSD

data: height$x and height$a

1 2 3

1.0000 - -

1.0000 0O.5864 -

0.

2
3
B 0352 0.2131 0.0055

P value adjustment method: bonferroni




4. p. adjust BRI FWER

I AT a8

The method is as follows:

o Let Hy,..., H, be afamily of hypotheses and P, ..., P, the corresponding P-values.
o Start by ordering the p-values (from lowest to highest) P(l) e P(m) and let the associated

hypotheses be Hy) . . . H )
Q

m+1—k

« For a given significance level «, let k be the minimal index such that P(k) >

» Reject the null hypotheses H ;) . . . H(;_1) and do not reject Hy) . . . H(y)

o If K = 1 then do not reject any of the null hypotheses and if no such k exist then reject all of
the null hypotheses.

The Holm—-Bonferroni method ensures that this method will control the FW ER < a, where

FW ER is the familywise error rate

1. Order the p-values P(1), P(2),..., P(n) and their associated hypotheses H(1), ..., H(n)

- : a .
2. Reject all hypotheses H (k) having P(k) < -—— wherek=1,...,n




4. p. adjust BRI

Let 7 be the largest integer for which

forgllk=1....,1

If no such 7 exists, reject all hypotheses; otherwise, reject all H; with p; < % Both 7 and ¢,

btw, go from 1 to n.




4. p. adjust BRI

The Benjamini-Hochberg procedure (BH step-up procedure) controls the FDR at level a.!!] It works as follows:

k
1. For a given ¢, find the largest & such that P < —au.
m

2. Reject the null hypothesis (i.e., declare discoveries) for all H(i) for$ =Tzl

the Beon jam il = Hochbers = Vekut ielr proecedutre contlots: the

false discovery rate under positive dependence
assumptions. 3l This refinement modifies the threshold and

i a
m - c(m)

Py <

o If the tests are independent or positively correlated: ¢(m) = 1

m
1
» Under arbitrary dependence: c(m) = E —
2

i=1

In the case of negative correlation, ¢(1m) can be approximated by using the Euler-Mascheroni constant.

i § 1



https://en.wikipedia.org/wiki/False_discovery_rate#cite_note-BenjaminiYekutieli2001-13

4. p. adjust BRI SUMMARY

Adjust P-values for Multiple Comparisons

Description

Given a set of p-values, returns p-values adjusted using one of several methods.
Usage

p.adjust (p, method = p.adjust.methods, n = length(p))
p.adjust.methods

# c("holm", "hochberg"”, "hommel"™, "bonferroni", "BH", "BY",
#’ "de", "none")

Arguments

P numeric vector of p-values (possibly with N&s). Any other R is coerced by as.numeric.
method correction method. Can be abbreviated.

n number of comparisons, must be at least 1ength (p); only set this (to non-default) when you know what you are doing!
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Q1:

A large randomized trial compared an experimental drug and 9 other standard drugs for
treating motion sickness. An ANOVA test revealed significant differences between the
groups. The investigators wanted to know if the experimental drug (“drug 1) beat any
of the standard drugs in reducing total minutes of nausea, and, if so, which ones. The

p-values from the pairwise t tests (comparing drug 1 with drugs 2-10) are below.

Drug | vs. 2 3 4 5 6 7 8 9 10
drug ...

p-value .05 : .25 .04 001 .006 .08 002 .0l

a. Which differences would be considered statistically significant using a Bonferroni
correction? or Holm-Hochberg correction?




Bre Fab

Q2:
In the grade three of high school X, there are four kinds of classes using various
teaching methods to teach mathematics. To identify whether the teaching method

makes sense, five students’ math scores are randomly chosen from the classes after
the final exam.

Class 1

Class 2

Class 3

Class 4
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Answer:

P_set<-data.frame(row.names =c(1:9),p_value=c(0.05,0.3,0.25,0.04,0.001,0.006,0.08,0.002,0.01))
ordered_set<-data.frame(row.names = order(P_set$p_value),original_p = P_set[order (P_set$p_value),])
ordered_set$honferroni<-p.adjust(ordered_set$original_p,method = "bonferroni” )
ordered_set$holm<-p. adjust(ordered_set$original_p,method = "holm" )
ordered_set$hochberg<-p.adjust(ordered_set$original_p,method = "hochberg™ )

ordered_set

original_p bonferroni holm hochberg

. 001 .009 0.009 . 009

. 002 .018 0.016 .016

. 006 .054 0.042 .042

.010 .090 0.060 . 060

. 040 .360 0.200 . 200

. 050 .450 0. 200 . 200

. 080 .720 0.240 . 240

. 250 . 000 0.500 . 300

. 300 . 000 0.500 . 300

OO O OO0 OOO0O
HF P OOOOOOO
OO O OO OOOO0O
OO OO OO OOO0O
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« Answer:

math<-data. frame(
X<-c(75,77,70,88,72,
8§3,80,85,90,84,
65,67,77,68,65,
72,70,71,65,82
D s
A = gl(4,5)
)
summary(aov(X~A,data = math))
Df Sum Sq Mean Sq F value Pr(>F)
A 3: Z12.6 237:53 7.547 0.00229 #**
Residuals 16 503.6 31.47
Signif. codes:
O ‘***T- 0,001 ‘**"0.01 ‘*0.05 ‘.01 YY1

>
+
-2
+
+
+
+
£
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Our question 1

Fput-=-&
Food

Blue fish
Bread
Butter

Carbohydrates

Cereals and pasta .

Dairy products
Eggs

Fats

Fruit

Legumes

Nuts

Olive oil
Potatoes
Processed meat
Proteins

Red meat

You need to order  the data by their p value Bnd adjirst theis
p vallue with Bonferroni, BH - Holn ‘Heehbers - Hommelt - BY.

a) Save your result in a table (see format below)

b)Y Plet inew p: ol d v for 2lE theimethods Ine thic' saie

coordinate.

Food raw.p Beferroni BH Holm Hochberg Homme 1 BY



Our question 2

Using the following data, perform a
oneway analysis of variance

usine = 5= Write up- the resitlEs<ih
the following format.

ANOVA table

source df MS
group B

total

Effect size

v = [ - A TR

APA writeup

o 3 S




