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A B S T R A C T

The continuous advancement in molecular biology and information technology aided the development

of a rich molecular simulation repertoire that can be applied in system biology, proteomics, molecular

biology, bioinformatics, and materials science. We attempt to introduce the latest developments in drug

design based on computational techniques, including protein structure modeling, docking, binding site

prediction, quantitative structure–activity relationship (QSAR), and molecular dynamics simulation.

Furthermore, a brief discussion on current docking issues, including accuracy of protein structure and

protein–ligand interaction, is also included. Weight equation and rules and a new concept on flexibility

are also described here as possible solution for these issues.
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1. Introduction

The research fields in chemical engineering have always been
changing and evolving, from the field of applied industrial
chemistry at the beginning of the last century, through the
revolutionary reformulation of unit operations, transport phe-
nomena and engineering science in the 1960s, to the extensive use
of computing technology and the incorporation of molecular
biology over the last two decades. This latter change is gradually
being adopted by prestigious research institutes and universities,
including the Department of Chemical and Biomolecular Engi-
neering of Johns Hopkins University, which has shifted research
focuses to biological related issues and revised the engineering
undergraduate and graduate teaching curricula to integrate
biomolecular modeling into process dynamics and control.
Indeed, the integration of computational force and molecular
biology, such as to simulate the behavior of molecules, is
becoming a mainstream in the chemical engineering research
and has received much attention from the pharmaceutical
industries.

Molecular simulations are an interdisciplinary science with
different applications in different research area. In polymer
science, much use of molecular simulation has been put in
studying fluxional behavior. As for monitoring heat transfer in
semi-conductor, simulation is used for studying thermal profile. In
informatics, the emphasis is on developing more powerful, fast
simulation models that can accurately predict or describe scientific
phenomenon. As for uses in drug design and bioinformatics, there
are two different research focuses concurrent in the scientific field.
The first is to design new mathematic algorithm for more realistic
calculation. The second is to apply current algorithms on molecular
biology research, such as simulating protein–ligand or protein–
protein interactions, and use the result for further biomolecular
experiments.

For a medicinal product to reach patients, commonly, more
than 8 years of time and millions of dollars in investment are
required to finish the long tedious drug development process.
Furthermore, only a handful can finish the clinical trial and pass the
strict inspection of drug regulatory agency, despite that thousands
of new therapeutic candidates are being discovered in laboratories
every year. However, the recent advances in technologies, namely
automated platform, computational chemistry and computer-
aided drug design (CADD), are now offering a fast track to some
limiting factors of therapeutic discovery as well. Computer-aided
drug design (CADD), that offers an in silico alternative to medicinal
chemistry techniques for studying the structure and predicting the
biological activity of drug candidates, has the advantages of both
speed and low cost and is becoming an indispensable program of
major pharmaceutical companies.

There are two major application areas of CADD, namely
structure-based drug design and ligand-based drug design.
Structure-based drug design relies on three-dimensional knowl-
edge of the receptor structure and its active sites to investigate
interaction, binding energy and steric relationship between ligand
and receptor. Ligand-based designing approach, on the other hand,
relies on knowledge of ligands that interact with target of interest.
This technique employs statistical methods to link structural
features to biological activities and attempts to identify specific
structural features of a ligand required for interacting with its
target. Both structure-based and ligand-based techniques can be
applied in the initial drug discovery process and aid the discovery
of a lead compound which serves as the starting basis for further
modification to improve pharmacokinetics, solubility, selectivity,
potency or stability. Two of the great advantages of CADD lie in the
ability of fast screening a large molecule databank and the
accelerated time steps of identifying notable medicinal chemistry
features. These characteristics are extremely beneficial in design-
ing multi-target medicinal products.

As a short review to introduce the basic of molecular simulation
in drug design, we arbitrarily categorized CADD into three major
sections: (a) structure-based drug design, (b) ligand-based drug
design, and (c) molecular dynamics. A summary of CADD process
flowchart is shown in Fig. 1. In addition, to the brief overview, we
will address on issues encountered by biochemists on using
docking programs, including the low hit rate of docking programs
(Kontoyianni et al., 2005; Warren et al., 2006) and the low
replicability of predicted protein–ligand interaction (Baxter et al.,
1998). For these issues, we will attempt to improve the docking
results by introducing a parameter accounting for the flexibility of
protein and ligand. Overall, we hope the readers can gain much
insight into CADD by our concise introductions on major- and sub-
topics, practical examples of relevant application cases, and
sample curricula of CADD courses.

2. Structure-based drug design

To design a medicinal product for treating a disease or relieve a
symptom, a clear understanding of the disease pathway and
relevant processes is crucial for selecting a therapeutic target.
Thus, in the past we have employed programs such as GeneGo and
KEGG to build pathway maps of hypoxia-inducible factor in brain
injury, shown in Fig. 2, for identifying critical signal or transcrip-
tion pathways, specific protein–protein interactions and relation-
ships between upstream and downstream proteins. This
background knowledge has proven helpful to us for selecting
key therapeutic target.

2.1. Protein structure determination

For structure-based drug design, a priority before investigating
receptor–ligand relationship is to obtain the target structure. There
are two major methods for protein structure determination by
physical measures, X-ray diffraction and NMR (Marti-Renom et al.,
2000). The solved protein structures can be readily found at Protein
Data Bank (www.rcsb.org/); however, for proteins that have not
been solved or are difficult to isolate, modeling approach can be
used.

2.1.1. Homology modeling

Homology modeling is a fast method to obtain protein
structures that can not only be used in studying rational drug
design but also for protein–protein interaction and site-directed
mutagenesis (Josa et al., 2008; Mohan et al., 2009; Sujatha et al.,
2009). Proteins lacking structural information could be con-
structed if they have over 30% sequence identify with their related
homologous proteins (templates) (Marti-Renom et al., 2000). This
modeling strategy has been widely applied in many researches and
in our past studies as well (Chen, 2008a,b,c; Chen, 2009a,b,c,d;

http://www.rcsb.org/
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Fig. 1. An example of a computer-aided drug design flowchart.

H.-J. Huang et al. / Journal of the Taiwan Institute of Chemical Engineers 41 (2010) 623–635 625
Chen, 2010a,b; Chen and Chen, 2007; Chen et al., 2008a,b; Chen et al.,
2009, 2010; Ding et al., 2008; Lin et al., 2009; Sheu et al., 2009).

For our studies on H1N1 influenza virus, we have used homology
modeling approach to construct hemagglutinin and neuraminidase
structures from newly identified viral protein sequences and solved
protein structures. A past sequence alignment result of the H1 and
N1 sequences to templates, shown in Fig. 3, shows that both H1 and
N1 have sequence identity and similar over 75%, which gives us high
confidence in using the templates for modeling.

The modeled structures can be further modified in model
refinement to be consistent with the experiment data in covalent
bonds, geometry, and energy configuration. Force fields, such as
CHARMM, AMBER, CVFF, CFF91, and GROMOS can also be applied
to molecules for calculating energy minimization, which uses the
function (Payne et al., 1992) shown below:

Etotal ¼ Estretching þ Ebending þ Edihedral þ Eout-of-plane þ Ecrossterms

þ EVdW þ Ecoulombic (1)
To ensure the rationality of the modeled structures, checks on
stereochemistry, energy profile, residue environment, and struc-
ture similarity are often needed. Stereochemistry considers the
bond angles and lengths, the dihedral angles of major chains, and
the non-covalent bonds of amino acid residues within a protein.
Two examples of our stereochemistry check are shown in Fig. 4. For
our modeled hemagglutinin, the Ramachandran graph shows that
94.4% of H1 residues are in the allowed region while only 2.5% are
in the disallowed region. Similarly, for modeled N1 structure, 91.4%
of residues are found in the allowed region and only 2.5% of
residues are in the disallowed region.

Energy profile is based on Profile-3D that analyzes the
compatibility of amino acid sequences with three-dimensional
environment (Al-Lazikani et al., 2001). The Profile-3D graphs of H1
and N1 model are shown in Fig. 5. There are several factors that can
influence the verify score. In conditions where the hydrophobic
residues are folded on protein surface or the polar residues are
folded into protein core, decreases in verify scores are likely to be
seen. For regions that have verify scores above zero are considered
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Fig. 2. The signal pathway of HIF protein.

H.-J. Huang et al. / Journal of the Taiwan Institute of Chemical Engineers 41 (2010) 623–635626
to have stable folding and more energetic favor three-dimensional
structure.

2.1.2. Folding recognition

Also known as ‘‘threading,’’ folding recognition was brought up
in 1991 by Bowie and colleagues whom employed this method to
describe the environment of residues interactions. Folding
recognition calculates the probabilities of the 3D structures could
form by given protein sequences (Mishra, 2009). Both the
environment of residues interactions and the protein surface area
are considered in the threading protocol. Structure with the
highest probability is recommended to construct the protein
model.

2.1.3. Ab initio protein modeling

The ab initio method is based on physical principles, residue
interaction center and lattice representation of a protein to build
the target (Adrian-Scotto and Vasilescu, 2008; Deepa and
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Fig. 3. The sequence alignment of (a) H1 (75.4% sequence identity and 79.8% sequence similarity) and (b) N1 (83.6% sequence identity and 92.1% sequence similarity).
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Kolandaivel, 2008). This method is extremely useful when the
other protocols fail to predict an unknown protein structure
(Huang et al., 1998). However, the identity and accuracy given by
ab initio modeling could be lower than other approaches. Protein
folding is not only a physical action, but also involves many
biochemical actions originated from inherent residues interaction
(Sippl, 1993). Based on this concept, ab initio method hypothesizes
that: when a protein folds, it would tend to achieve the most
energetically favorable state (Luthy et al., 1992).

2.1.4. Hot spot prediction

Another important issue in structure-based drug design is to
determine the ligand active site. While the active site may be
determined via ligand location in the crystal lattice after X-ray
crystallography, this method is not possible for proteins that cannot
be crystallized. Several binding site determination methods have
been invented to address this issue and FTMAP (Brenke et al., 2009) is
one of the recently developed methods being investigated in our lab.

The primary strategy of FTMAP utilizes small molecular
fragments as a probe for exploring protein surface. Spots where
molecular fragments clustered are predicted to be the favorable
druggable sites. Significant hydrogen bonds and non-bounded
interactions can also be explored between the probes and protein.
In addition, the structure of the molecular probes can be the
starting basis for designing new medicinal products.

The reliability of FTMAP has been confirmed in the past by
comparing the predicted with the experiment results of Allen et al.

(1996) and Mattos et al. (2006). Consistencies in binding site
location and protein–probe interactions have been observed in the
comparisons (Brenke et al., 2009). Landon et al. (2009) have also
conducted FTMAP researches with molecular experiments ver-
ifications as well.
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Fig. 4. The Ramachandran plot of (a) H1 and (b) N1.

[(Fig._5)TD$FIG]

Fig. 5. The verify score of (a) H1 and (b) N1.

[(Fig._6)TD$FIG]

Fig. 6. PDE-5 hot spots predicted by FTMP. Small molecular fragments used include

acetaldehyde, ethanal, ethane, acetamide, acetonitrile, acetone, methylamine,

benzene, dimethyl ether, urea, N,N-dimethylformamide, ethanol, benzaldehyde,

phenol, isopropanol.

H.-J. Huang et al. / Journal of the Taiwan Institute of Chemical Engineers 41 (2010) 623–635628
We have used FTMAP in our researches on protein phosphodi-
esterase-5 (PDE-5) to determine potential hot spots. Potential
druggable sites predicted by FTMAP are shown in Fig. 6, and
histograms of calculated protein–probe interactions are shown in
Fig. 7.

2.2. Docking

2.2.1. Autodock

The software AutoDock, developed by Olsen’s laboratory in the
Scripps Research Institute, is a program for docking small flexible
ligands into a rigid 3D structure (Goodsell and Olson, 1990). A set of
grid is used to describe the 3D structure, based on the AMBER force
field, and generated with AutoGrid to calculate van der Waals and
coulombic interactions. In version 1.0 and 2.0, the genetic
algorithm and simulated annealing were utilized for searching
the best binding model, but version 3.0 incorporated Lamarckian
Genetic Algorithm (LGA) in the search, and the efficiency was
greatly enhanced than the previous versions. In the current
version, the linear regression analysis is used to obtain a free-
energy scoring function, based on the AMBER force field, and a
larger set of diverse receptor–ligand complexes is kept constant
while the side-chains in the 3D structure are flexible. The
applications of AutoDock are immense, including but not limited
to computer-aided structure-based drug design, X-ray crystallog-
raphy analysis, high throughput virtual screening, combinatorial
library design, and protein–protein interaction study (Rajakrish-
nan et al., 2008).



[(Fig._7)TD$FIG]

Fig. 7. Summary of H-bond interaction and non-bonded interaction found between PDE-5 protein residues and small molecular probes.

Fig. 8. A modeled GABA receptor with membrane force field.
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2.2.2. CDOCKER

The CDOCKER protocol is a CHARMM-based docking algorithm
(Wu et al., 2003) and retains all the advantages of full ligand
flexibility. Ligand conformations are generated from the initial
ligand structure by high temperature molecular dynamics (MD)
simulation. The random conformations are refined based on grid-
based simulated annealing and full molecular mechanics minimi-
zation. In the docking procedure, CDOCKER uses a sphere to define
an active site, so the knowledge of the binding site is not required.

2.2.3. Flexible docking

The flexible docking protocol retains receptor flexibility during
docking of flexible ligands (Koska et al., 2008). The target receptor
side-chain conformations are calculated in the first step and are
generated by the ChiFlex algorithm. The ChiFlex algorithm creates
various protein conformations with different side-chain orienta-
tions. The second step is providing low energy conformations of
ligands for the docking process. The LibDock program is used for
this docking process, which indicates the binding site where ligand
polar and non-polar groups may be bound to the favorable
positions of protein. The next step is to remove similar ligand
poses. The refinement is performed in the final steps; the side-
chains are refined using the ChiRotor algorithm and the CDOCKER
for structure simulated annealing and energy minimization of each
ligand pose. Overall, flexible docking can optimize the flexibility of
the side-chains (Braun et al., 2008). However, it generally requires
extensive computing resources and generates more data than
general rigid docking protocol.

2.2.4. LigandFit

LigandFit is a grid-based method for calculating receptor–
ligand interaction energies, which is crucial in initial ligand shape
match to the receptor binding site (Akten et al., 2009; Ramalho
et al., 2009; Venkatachalam et al., 2003). The LigandFit protocol
contains three essential steps for docking ligands to the specified
site: definition of the active site, analysis of ligand conformations,
docking of ligands to a selected site, and scoring of the predicted
poses. The first step is to determine the active site of a protein with
known 3D structure. As afore mentioned this can be achieved by
locating the ligand within the protein structure. If ligands are not
available in the active site, flood-filling algorithm of LigandFit can
be used to determine possible cavity region on protein surface. In
the second step, LigandFit utilizes Monte Carlo (MC) method to
generate the ligand conformations. As soon as one conformation is
generated, it will be employed to dock with the receptor. The third
step is the estimation of binding affinity (score) by grid-based
energy calculation of the energy between the ligand and the
receptor. The ligands will have to be docked into the receptor
before calculating the docking scores. The docking scores can be
calculated according to the following scoring functions: Dock
Score, LigScore1, LigScore2, PLP1, PLP2, Jain, PMF, PMF04, Ludi
energy estimate 1, Ludi energy estimate 2, and Ludi energy
estimate 3.

2.2.5. Transmembrane protein modeling

Despite there are several prescription medicines that target
transmembrane protein, such as HER2 and GABA receptor, at
present a bottleneck lies in accurately analyzing transmembrane
protein structure due to difficulties in crystallization. However, in
addition to modeling transmembrane protein, considerations need
to be paid to the influence of phospholipid cell membrane. Thus, a
simplified force field for phospholipid bilayer can be included into
the simulation process. In Accelrys Discovery Studio 2.5, mem-
brane force field option is built based on CHARM (Im et al., 2003;
Spassov et al., 2002). A snap shot of transmembrane protein
simulation is presented in Fig. 8.

Although, simulating cell membrane may offer a more realistic
insight into protein behavior, this method is not matured yet due
to the exclusion of the mass of phospholipids in calculation. Thus,
we believe that much development is still needed in this area.

2.3. Binding free energy

All the docking protocols discussed above do not include
functions for calculating binding free energy in their protocols. To
[(Fig._8)TD$FIG]
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calculate the binding free energy, information on the energy status
of the protein–ligand complex, free ligands and unbound protein
must be pre-determined. The energy is calculated using the
formula (Kollman et al., 2000):

energy of binding ¼ energy of complex� energy of ligand

� energy of receptor: (2)

2.4. Flexibility of protein–ligand complex

Our research team has proposed a weight equation and rules
(Chen, 2009d), attempting to improve the accuracy of the
consensus scoring. Although our results supported weight score
over consensus score, there are still areas needed for further
development. In here, we will propose a rough concept, based on
the flexible nature of protein and drug molecule. Currently, the
rotation and fluctuation of protein and drug molecules can be
simulated by using molecular dynamics. However, molecular
dynamics simulations require extensive computing unit and time.
Hence, it is impractical to perform large scale screening of a
molecule database with molecular dynamics. Therefore, our
current experiments are limited to virtual screening of database
and then to simulations of a few possible candidates.[(Fig._9)TD$FIG]
Fig. 9. The concept of D
Hereby, we propose a concept:

(1) The difference in result of flexible docking and LigandFit is due
to difference in flexibility of molecules, such that:

flexibility ¼ score of LigandFit� score of flexible docking

(2) The result of molecular simulation is related to flexibility, and a
positive relationship can be obtained in flexibility vs. molecular
dynamics.

Furthermore, we hope to introduce flexibility parameter into
docking algorithm to closely monitor real life situation. The
equation is shown below:

real docking score ¼ docking score� flexibility

2.5. De novo evolution

After docking program, we can modify ligands by two methods
(shown in Fig. 9). The first method is based on active site features to
identify functional groups that can establish strong interactions
with the receptor. Then, the functional groups can be linked or
attached to the original ligand scaffolds. The second method uses
e novo evolution.



[(Fig._10)TD$FIG]

Fig. 10. The core atom (blue) of the training set used for designing GABA receptor

inhibitor. (For interpretation of the references to color in this figure legend, the

reader is referred to the web version of the article.)

[(Fig._11)TD$FIG]

Fig. 11. CoMFA contour map, with steric favor region in green and disfavor region in

yellow. The electropositive contribution is in blue and electronegative region in red

(Chen, 2009a). (For interpretation of the references to color in this figure legend, the

reader is referred to the web version of the article.)

H.-J. Huang et al. / Journal of the Taiwan Institute of Chemical Engineers 41 (2010) 623–635 631
the original ligand scaffolds to develop derivatives that can
complement the receptor.

3. Ligand-based drug design

When the target protein structure is unknown or cannot be
predicted by modeling techniques, the ligand-based drug design is
the alternative protocol. This method uses statistical approaches to
correlate ligand activity to structural information (Singer and
William, 1967).

3.1. Quantitative structure–activity relationship (QSAR)

Quantitative structure–activity relationship is a widely used
technique in drug designing process. It employs statistics and
analytical tools to investigate the relationship between the
structures of ligands and their corresponding effects. Hence,
mathematical models are built based on structural parameters to
describe this structure–activity relationship. Before, 2D-QSAR was
widely used to link structural property descriptors (such as
hydrophobicity, steric, electrostatic and geometric effects) to
molecular biological activity; the results were often analyzed with[(Fig._12)TD$FIG]
Fig. 12. CoMSIA contour maps. (a) Steric region: favor (green) and disfavor (yellow). Elect

(white). (c) Hydrogen bond donor region: favor (cyan) and disfavor (purple). (d) Hydrogen

the references to color in this figure legend, the reader is referred to the web version o
multiple regression analysis. One of the most commonly used 2D-
QSAR methods was proposed by Hansch (Clayton and Purcell,
1969; Hansch, 1969). However, because 2D-QSAR cannot accu-
rately describe the correlation between the 3D spatial arrange-
ment of the physiochemical properties, and the biological
activities, recently 3D-QSAR approaches have been adapted.

In the past, we had used QSAR for drug design research,
including GABA-A (Chen, 2009a) and mPGES-1 (Chen, 2009c).
Using the case of GABA-A receptor as an example, the alignment
core for the training set is shown in Fig. 10 and the contour maps
from CoMFA and CoMSIA are shown in Fig. 11 and Fig. 12
separately.

In here, we will describe two frequently applied 3D-QSAR
methodologies: comparative molecular field analysis (CoMFA) and
comparative molecular similarity indices analysis (CoMSIA).

3.1.1. CoMFA

Comparative molecular field analysis (CoMFA) is established on
the concept that the biological activity of a molecule is dependent
ropositive favored region (blue). (b) Hydrophobic region: favor (purple) and disfavor

bond acceptor: favor (green) and disfavor (red) (Chen, 2009a). (For interpretation of

f the article.)



[(Fig._13)TD$FIG]

Fig. 13. Standard dynamics simulation of mPGES-1. Snapshots taken at (a) initial conformation, (b) 300 ps, (c) 600 ps, (d) 900 ps, (e) 1200 ps, (f) 1500 ps, (g) 1800 ps, and (h)

2000 ps. The protein is quite dynamic and has loop movement and fluctuation in structures. However no large movement in protein backbone is observed in the simulation

time.
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of the surrounding molecular fields, such as steric and electrostatic
fields. The steric and electrostatic fields were calculated by CoMFA
using Lennard–Jones potential, and coulombic potential, respec-
tively. Although this method has been widely adopted, it has
several problems. Both potential functions changes dramatically
near the van der Waals surface of the molecule and thus, cut-off
values are often required. In addition, alignment of ligands must be
conducted before energy calculation, but the orientation of the
superimposed molecules is correlative to the calculation grid. It
could cause large changes in CoMFA results. Moreover, in order to
examine both fields in the same PLS analysis, a scaling factor needs
to be added to the steric field (Cramer et al., 1989).

3.1.2. CoMSIA

Comparative molecular similarity index analysis (CoMSIA) is a
method developed recently as an extension of CoMFA. The CoMSIA
method includes more additional field properties; these are: steric,
electrostatic, hydrophobic, hydrogen bond donor and hydrogen



[(Fig._14)TD$FIG]

Fig. 14. Root mean square deviation (RMSD) of M2 influenza proton channel as a

function of the simulation time. The root mean square deviation (RMSD) of M2

shows that the protein gradually adapts and stabilizes at a configuration after

100 ns of simulation.

Table 2
The lecture of structure bioinformatics.

Lesson Lecture description

1 Protein structure

2 Protein structure prediction

3 Homology modeling

4 Force fields

5 Folding recognition

6 Hot spot and binding site

7 Programming for binding affinity

8 Ab initio protein modeling

9 Perl programming

10 Protein–protein interaction

11 Modeling for lipid bilayer

12 Docking

13 Flexible docking

14 Binding free energy

15 3D-QSAR

16 NCI database

17 Traditional Chinese medicine database

18 Final examination
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bond acceptor. CoMSIA is insensitive to the orientation of the
aligned molecules and correlates to the grid by using Gaussian
function. Furthermore, the improved function algorithm is least
influenced by the relative distance to the van der Waals surface.
Overall, this model can offer a more accurate structural–activity
relationship than CoMFA (Klebe et al., 1994).

4. Molecular dynamics simulations

Molecular dynamics (MD) simulation is one of the important
tools in the theoretical study of biological molecules. Because
molecular systems generally contain a large number of particles, it
is impossible to analyze such complex systems. By using numerical
methods, molecular dynamics simulation can avoid such analytic
intractability.

During simulation, atoms and molecules are allowed to interact
for a period of time. The motion for every atom is calculated and
can be played to examine the overall behavior (Mccammon et al.,
1977). Overall, the background algorithm for a MD simulation
includes: (1) the determination of the initial positions and
velocities of every atom; (2) the calculation of forces applied on
the investigated atom using inter-atomic potentials; (3) the
progression of atomic positions and velocities through a short-
time period. These new positions and velocities are then turned
into new inputs to step 2, and when steps 2 and 3 are repeated,
each repetition forms an additional time step.
Table 1
The lecture of computer-aided drug design.

Lesson Lecture description

1 Introduction of modeling software

2 Protein structure prediction

3 Structure-based drug design

4 Docking

5 Virtual screening

6 Pharmacology and molecular simulations

7 Molecular dynamics

8 Protein folding prediction

9 Mid-term examination

10 Ligand-based drug design

11 CoMFA

12 CoMSIA

13 HypoGen

14 Scoring function

15 Chinese herb database and NCI database

16 Weight rules (Chen’s weight rules and equation) (I) [Chen, 2009d]

17 Weight rules (Chen’s weight rules and equation) (II) [Chen, 2009d]

18 Final examination
Molecular dynamics is now routinely employed to study the
structure, dynamics and thermodynamics of biological molecules
and their complexes. It provides detailed information on the
fluctuations and conformational changes of proteins. Nucleic acids
structural information can be investigated using this method as
well (Borkar et al., 2010; Roy and Thakur, 2010). In addition,
solvent molecules can also be investigated on the impacts of
overall protein structural changes.

In our studies, we are especially interested at studying the
entering of drug molecule into target protein and the associated
protein–ligand interaction. In the case of mPGES-1, we have
applied molecular dynamics to study structural changes after
binding of target to ligand (Fig. 13). An RMSD graph of M2 influenza
proton channel is also shown (Fig. 14) to illustrate the difference
between the protein at a specific time and the initial reference.

5. Sample course syllabuses

An introductory syllabus on CADD, including structure-based
drug design, ligand-based drug design and molecular dynamics, is
shown in Table 1. The syllabus for structural bioinformatics is
shown in Table 2, and this course emphasizes on physics and
molecular simulation algorithms. Moreover, syllabus of the
principle and application of molecular simulation is shown in
Table 3.
Table 3
The lecture of molecular simulation.

Lesson Lecture description

1 An overview of molecular simulation

2 Monte Carlo methods

3 Free energy

4 Free-energy calculations

5 An overview of molecular dynamics

6 Force fields: AMBER, CHARMM, OPLS, GROMOS (I)

7 Application of force fields

8 Effects of solvents

9 Algorithms and computations

10 Choosing the time step

11 The Lennard–Jones potential

12 FENE potential

13 EAM potential

14 Potential for covalent carbon

15 Simulated annealing

16 Softwares (AMBER, CHARMM, VASP (DFT), XMD, CPMD)

17 Group presentation

18 Final examination
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6. Conclusion

From the aforementioned introduction, it is easy to see that
molecular simulation has a vital role in drug design and CADD,
whether it is in protein modeling, in docking or in molecular
dynamics. In addition to these, we hope our flexibility concept can
greatly increase the hit rate and the accuracy of protein–ligand
interaction. This concept is different from our previous weight
equation of which requires IC50 to obtain the parameter in the
algorithm. By introducing flexibility in docking protocol, we hope
that the simulation can be more close to real life events. With the
advancement in computing facilities and software algorithms,
many simulation works that require supercomputer in the past can
be done in a workstation. By implementing molecular simulation
into biomolecular researches, not only the research steps can be
accelerated, but also the vast investment in money can be saved. In
the future, molecular simulation and computer-aided drug design
can greatly influence the development of pharmaceutical industry
and become a necessity before molecular experiments.
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